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Abstract

We study how contingent thinking – that is, reasoning through all possible contin-

gencies without knowing which is realized – affects belief updating. According to

the Bayesian benchmark, beliefs updated after exposure to new information should

be equivalent to beliefs assessed for the contingency of receiving such information.

Using an experiment, we decompose the effect of contingent thinking on belief up-

dating into two components: (1) hypothetical thinking (updating on a piece of

not-yet-observed information) and (2) contrast reasoning (comparing multiple con-

tingencies during the updating process). Our results show that contingent thinking

increases deviations from Bayesian updating and that this effect can be attributed

to hypothetical thinking.
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1 Introduction

The role of beliefs in many settings of economic relevance is indisputable. Properly
processing and integrating new information is often essential to determine the best course
of action. Typically, we revise our beliefs after exposure to additional information, such
as feedback from colleagues or newly available data. However, certain situations require
proactively anticipating how expectations will evolve in response to diverse contingencies,
for example, acquiring new information through experimentation or investment planning
tied to future scenarios. Do we process the same information in the same manner in
these circumstances? While, according to the Bayesian benchmark, the revision of beliefs
should not depend on whether individuals engage with additional data contingently, this
study shows that it does.

This paper experimentally studies whether and to what extent contingent thinking a�ects
belief updating. To sharpen our question, we focus on the following working de�nition
of contingent thinking: ahead of the resolution of some uncertainty, one reasons through
the mutually exclusive potential realizations of such uncertainty (contingencies), assessing
one's reaction to each potential realization.1,2 As an illustration, consider a doctor decid-
ing whether to administer a test to a patient. The test produces an informative but noisy
signal from which the doctor can learn about the patient's health. To make the decision,
the doctor needs to anticipate how they would learn given each result, thereby engaging
in contingent thinking. To do so, the doctor has to reason through both scenarios of a
positive and a negative test result and update their beliefs for each contingency without
having observed either. This is what we refer to ascontingent belief updating, that is,
assessing updated beliefs for all the possible signal realizations that could materialize. We
distinguish this from what we callconditional belief updating: One observes a new piece
of information and then assesses the updated beliefs only for that realized and relevant
signal. Are beliefs assessed contingently the same as beliefs assessed conditionally? If
not, would contingent belief updating help you form more accurate beliefs, or would this
only lead to more noisy beliefs?

Understanding the impact of contingent thinking on belief accuracy is important for three
reasons. First, it provides an opportunity to deepen our understanding of the underly-
ing factors contributing to why we observe biased beliefs. There is ample evidence that
beliefs are biased compared to the Bayesian benchmark. One possible explanation for

1We assume contingencies to be known and foreseeable, ruling out concerns related to unawareness.
While we believe this to be an important and interesting strand of literature (e.g., Schipper, 2022; Becker
et al., 2020; Karni and Vier�, 2013, 2017, among many others), it is beyond the scope of this paper.

2A related but distinct concept to contingent thinking is counterfactual thinking. Following the
prevalent de�nition in the psychology literature (see Kahneman and Tversky, 1982; Epstude and Roese,
2008; Byrne, 2016), counterfactual thinking refers to mental simulations of past events. Hence, the
distinction between the two concepts lies in the object of the simulation, which concerns alternative
versions of a realized event (counterfactual) as opposed to a potential future event (contingency). In some
existing prominent works, this conceptualization seems to be less clear (e.g., Hoch, 1985); however, recent
works in psychology embrace a clear-cut distinction between the two concepts (Pearl, 2009; Ferrante et al.,
2012; Gerstenberg, 2022).
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such biases is that agents distort the underlying signal-generating process when form-
ing their posteriors in response to new information. Engaging in contingent thinking
might inuence the agents' understanding of the signal-generating process, resulting in
di�erences in belief updating. This study allows us to delve deeper into some of the
mechanisms a�ecting belief distortions. Second, this research question is economically
relevant. On the one hand, if contingent thinking leads to less accurate beliefs, this is
crucial in settings in which agents engage in contingent planning, such as in negotiating
contracts or evaluating insurance plans. In the doctor's example, if beliefs updated con-
ditionally di�er from the ones assessed contingently, the ex-ante evaluation of the test
might be misleading, leading to either under- or over-testing. On the other hand, if con-
tingent thinking proves e�ective in debiasing inaccurate beliefs, we would have an easily
implementable, cheap, and portable debiasing mechanism to correct beliefs. This bears
relevance across various domains to prevent over- or under-reactions to new information,
ultimately improving economic outcomes. If this were the case in our previous example,
the doctor would be better o� sticking to how they evaluate the test results contingently
rather than revising their beliefs upon observing the actual test result. This could also be
relevant for investment strategies chosen conditional on an information release or the as-
sessment of a product launch after new consumer surveys. Last, addressing this question
is methodologically important. Reformulating the questions di�erently, we investigate
whether there is a systematic di�erence across beliefs elicited with the direct or strategy
method. If this were the case, studies employing these methods should account for it in
both the design and inference stages, ensuring accurate reporting and interpretation of
the results.

We conduct an online experiment to investigate the e�ect of contingent belief updat-
ing.3 The experiment implements three between-subject treatments in the commonly
used \balls-and-urns" updating exercise with binary state and signal. To investigate the
underlying mechanisms, we employ two approaches. First, we identify two features of
contingent belief updating that set it apart from conditional belief updating: (1) the
hypothetical nature of the considered contingency (hypothetical thinking),4 and (2) the
consideration of all possible contingencies (contrast reasoning). Our treatments break
down the e�ect of contingent thinking into these two components. The participants
face contingent belief updating by employing the strategy method to elicit beliefs, while
conditional belief updating can be induced by eliciting beliefs with the direct method.
Both components of contingent thinking are present in the �rst, but absent in the sec-
ond. Therefore, we introduce a third treatment that requires hypothetical thinking but
not contrast reasoning by eliciting posteriors conditional on one (random) hypothetical

3We preregistered the experimental design and the planned analysis on AsPredicted, available at the
following link: https://aspredicted.org/D2G_X81 .

4There is a recent strand of literature in economics that focuses on the role of mental imagery, that
is, \representation that results from perceptual processing that is not triggered directly by sensory input"
(Stanford Encyclopedia of Philosophy). Dube et al. (2023), Ashraf et al. (2022), John and Orkin (2022),
and Alan and Ertac (2018) show that mental imagery of future outcomes can lead to improvement in a
wide range of economically relevant outcomes.
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contingency. Second, we examine how the characteristics of the information structure
and individual traits interact with the e�ect of contingent thinking. Participants face
ten di�erent signal-generating processes with di�erent characteristics that could a�ect
their updating, such as how diagnostic signals are (signal strength) and whether the
di�erent signals are equally diagnostic for di�erent states (symmetric vs. asymmetric
signal-generating processes). We measure the participant's capacity for cognitive reec-
tion and their cognitive uncertainty.

The importance of studying the impact of contingent thinking on belief updating is em-
phasized by the fact that it is non-trivial even for experts to predict its directional e�ect.
We employ predictions from a sample of academic experts in economics to gain an under-
standing of whether contingent belief updating is expected to a�ect belief distortions. We
document signi�cant heterogeneity in experts' expectations, with the majority believing
that biases will be una�ected or reduced if individuals update their beliefs contingently
compared to conditionally. Our �ndings directly oppose the predictions of the experts
we surveyed.

Overall, contingent thinking leads to more distortion in belief updating: compared to
the Bayesian benchmark, we report both more biased beliefs in terms of the absolute
distance and more underinference if beliefs are elicited contingently compared to con-
ditionally. Contingent belief updating increases the absolute bias by one-third. In the
doctor's example, this �nding would suggest under-testing by an uninformed doctor. This
e�ect seems to be entirely driven by hypothetical thinking rather than contrast reasoning.
Indeed, the most striking insight emerging from our data is the harmful e�ect of hypo-
thetical thinking. It leads to an increase of more than 50% in absolute bias and pushes
participants to systematically underinfer more. We report how hypothetical thinking
worsens a wide range of accuracy and consistency measures: not only are beliefs further
from being Bayesian, but also, there is more noise in the reported beliefs and less consis-
tency in how beliefs are updated across contingencies. The biasing e�ect of hypothetical
thinking is more pronounced with stronger signals, and it also makes the task appear
more challenging for participants.

Contrast reasoning compensates for the biasing e�ect of hypothetical thinking depending
on the characteristics of the signal-generating processes. In particular, we report heteroge-
neous treatment e�ects by the symmetry of the signal-generating process. Our data show
that contrast reasoning fully o�sets the negative impact of hypothetical thinking when
the signal-generating process is symmetric but not when asymmetric. As a consequence,
contingent and conditional belief updating do not di�er for symmetric signal-generating
processes. In the example, the doctor's assessment of how their beliefs will evolve once
exposed to the test's potential outcomes is accurate if the false positive and false nega-
tive rates coincide. Finally, we �nd that individual measures of cognitive reection and
cognitive uncertainty do not mediate the ability to engage in either hypothetical thinking
or contrast reasoning in this belief-updating task.
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Our project speaks to several strands of literature. First, we contribute to the literature
on biases in beliefs. There is ample evidence that, in particular, individuals underinfer
from signals (Benjamin, 2019). The recent papers by Augenblick et al. (2021) and Ba
et al. (2022) replicate this result, studying belief updating for several levels of signal
diagnosticity, but also �nd that with weak signals, there is overinference. We purposefully
exclude weak signals from our design to restrict our attention to underinference, allowing
for a stronger identi�cation of the e�ect. However, inspired by these studies, we employ
several signal-generating processes that vary in signal strength to study how contingent
belief updating is a�ected.

Second, there is a growing and recent body of literature in economics related to contingent
thinking. These studies highlight the widespread challenges associated with contingent
thinking (e.g., Li, 2017; Mart��nez-Marquina et al., 2019; Esponda and Vespa, 2014, 2023;
Ngangou�e and Weizs•acker, 2021; Ali et al., 2021). Our approach complements the exist-
ing literature on contingent thinking, recently surveyed by Niederle and Vespa (2023), as
it di�ers in three key aspects from the most prominent papers. First, our focus lies on
belief updating | processing of new information to report revised beliefs | rather than
choosing an action | evaluating and comparing the implications of each alternative to
implement the preferred one. Second, in these papers, agents are normatively expected
to engage in contingent reasoning to solve the task at hand optimally. Instead, processing
new information to update beliefs does not require thinking contingently.5 Third, our
approach involves participants reporting multiple contingency-speci�c guesses, either in
the case where one contingency is observed (ex-post) or in the case there is uncertainty
on the relevant realized contingency (ex-ante). In contrast, previous works focus on
ex-ante decision-making, where contingent reasoning is instrumental in properly compar-
ing the di�erent contingency-speci�c consequences to choose the best course of action.
Regardless of these di�erences, our paper and this literature document ways in which
contingent thinking could impede payo� maximization, primarily rooted in the di�culty
of considering uncertain realizations. We discuss this further in Section 5.

Last, this paper also contributes to the literature on elicitation methods. While most
studies investigating biased beliefs employ the direct method to elicit beliefs, some few
others adopt the strategy method (e.g., Esponda et al., 2020; Cipriani and Guarino, 2009;
Toussaert, 2017; Agranov et al., 2020; Charness et al., 2021b; Ambuehl and Li, 2018).6

Therefore, it becomes crucial to understand how to compare the results across methods
of belief elicitation. The predominant focus of the literature on belief elicitation has been
on the impact of payment schemes, rule complexity, and correspondence with actions
(e.g., Charness et al., 2021a; Schlag et al., 2015; Schotter and Trevino, 2014). Despite
a substantial body of research on the di�erence between direct and strategy methods

5Moreover, in most of this literature, there is a (more)\relevant" contingency that participants may
fail to pin down, leading to suboptimal behavior. In our study, all contingencies are relevant.

6Also, Kozakiewicz (2022) uses hypothetical signal realizations to identify the e�ect of ego-relevance
on belief updating, while our research shows that there is a large di�erence between beliefs elicited for
hypothetical signals and realized ones, even in the absence of motivated reasoning.
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for eliciting desired actions (for example, see Brandts and Charness, 2003; Brosig et al.,
2003; Casari and Cason, 2009; Aina et al., 2020; and Brandts and Charness, 2011 for a
review), to the best of our knowledge, our study is the �rst to compare these methods of
elicitation for beliefs.

The rest of the paper is organized as follows: Section 2 describes our experimental design
and data collection, Section 4 presents the results, and Section 5 discusses our �ndings.

2 Experimental Design

An environment to study how contingent thinking a�ects belief updating and the underly-
ing mechanisms requires (i) a setting that prompts contingent thinking in belief updating,
(ii) a treatment variation that disentangles the e�ects of hypothetical thinking and con-
trast reasoning, and (iii) a clean manipulation of characteristics of the signal-generating
process.

To study belief updating, we employ the classic \balls-and-urns" updating exercise with
a binary state and signal. The participants are asked to consider two bags, A and B,
which are equally likely to be selected, Pr(A) = Pr( B) = 50%. Each bag has a total of
either 80 or 60 balls.7 Balls can be either blue or orange, and the participants know the
distribution of the ball colors in the two bags. While the participants do not know which
bag is randomly selected, the computer draws a ball from the selected bag whose color
can be informative. The participant's task is to guess the probability of each bag being
selected given the available information.8

Table 1: Treatments

Contrast Reasoning

No Yes

Hypothetical Thinking
No Conditional |

Yes One-Contingency All-Contingency

2.1 Treatments

To manipulate whether participants engage in hypothetical thinking and contrast reason-
ing, the treatments change the method of belief elicitation by varying whether the signal

7We decided not to use bags with a total of 100 balls to avoid the heuristic answer (i.e., the probability
of bag A after observing a blue ball is the number of blue balls in bag A) corresponding to the correct
answer for the symmetric SGPs.

8We employed a version of this task in which participants are in control of each step: �rst, once
clicked on `Select the bag,' one bag is selected due to a virtual coin ip; then, once clicked on `Draw
the ball,' one ball is drawn randomly from the selected bag. We employ graphical animations for the
coin ip and the ball drawn to recreate a realistic setting online and remind the participants of the basic
structure of the task in each round.
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conditional on which beliefs are assessed has been observed (signal realization observed
vs. hypothetical) and how many contingencies are considered (onevs. both signal real-
izations), as shown in Table 1. The three between-participant treatments are summarized
as follows in Figure 1 and the corresponding choice interface is shown in Figure 2 (see
Appendix C.2 for more details on the interfaces).

1. Conditional : The beliefs are elicited conditional on the realized signal. The par-
ticipant observes the color of the drawn ball and is then asked to assess beliefs
only conditional on that relevant contingency. This corresponds to the classic balls-
and-urns task and what we refer to asconditional belief updating. It can also be
described as eliciting beliefs with the direct method.

2. All-Contingency : The beliefs are elicited conditional on both possible signal re-
alizations. Before observing the color of the drawn ball, the participant is asked
to assess beliefs conditional on both cases on the same screen, in a randomized
order: (1) the computer draws an orange ball, and (2) the computer draws a blue
ball. Thus, participants consider two hypothetical contingencies with the possibil-
ity of comparing their beliefs conditional on one signal realization to their beliefs
conditional on the other signal realization. After the beliefs are reported, the par-
ticipants learn the color of the drawn ball. We refer to this ascontingent belief
updating, which features bothhypothetical thinking and contrast reasoning. This
treatment corresponds to a belief elicitation that employs the strategy method (as
introduced in Mitzkewitz and Nagel, 1993).

3. One-Contingency : The beliefs are elicited conditional on only one possible signal
realization. When participants have not yet observed the signal realization, they are
asked to consider one of the following hypothetical cases: (1) the computer draws
an orange ball, or (2) the computer draws a blue ball. Each case is chosen with
equal probability, and it is randomly chosen for each round. As inAll-Contingency,
participants learn the color of the drawn ball after the belief elicitation. This
treatment, therefore, requires to engage inhypothetical thinking, but not contrast
reasoning.9

2.2 Signal-Generating Processes

The task was repeated for ten rounds. In each round, participants face a di�erent signal-
generating process (hereafter, SGP). Figure 3 summarizes and illustrates the 10 SGPs

9It would have been possible to design other treatments with the purpose of disentangling the e�ect
of hypothetical thinking and contrast reasoning. However, we found this version to be the cleanest
to implement. For example, beliefs could have been elicited conditional on each hypothetical signal
realization sequentially to avoid contrast. We discard this option because it could have triggered contrast
reasoning over rounds. Alternatively, beliefs could have been elicited conditional on the observed signal
realization for two identical but independent tasks on the same screen. Contrast reasoning would have
been triggered every time the participant observed di�erent signal realizations for the two independent
tasks. However, participants do not easily understand the independence assumption, which is why we
avoid such treatment.
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Figure 1: Task & Treatments
Notes. The �gure illustrates the task timeline for each treatment. Treatments branch out after a ball is
drawn from the selected bag. InConditional, participants observe an animated colored ball being drawn,
while in the other two treatments, the ball is uncolored with a question mark, indicating that its color
remains unknown at this stage. Belief elicitation varies across treatments. InConditional, participants
are asked about their posterior given the observed drawn ball. InAll-Contingency, participants are
asked about their posteriors for both possible signal realizations. InOne-contingency, participants are
asked about their posterior for one of the possible signal realizations. After the belief elicitation stage,
participants learn the color of the previously drawn ball in All-Contingency and One-Contingency.

used in this experiment in terms of their characteristics and induced Bayesian posteriors
conditional on both signals. In what follows, we refer to each SGP with \Pr(bluejA) �
Pr(bluejB )" as in Figure 3a.

Each SGP speci�es the probability of drawing a ball of a speci�c color for each bag and,
thus, how diagnostic each color of a ball is for each bag. We measure thesignal strength
for signal s as

� s =
Pr(sjA)
Pr(sjB )

:

If � s = 1, the signal is not diagnostic for either bag; however, if� s > 1 (� s < 1), the signal
is more diagnostic for bag A (B) and� s measures by how much.10 Therefore, varying
signal strength within-participant over rounds allows us to investigate the mechanism
along this dimension and the robustness of the e�ect of contingent thinking on belief
updating.

We included both symmetric and asymmetric SGPs. A SGP issymmetric if the prob-
ability of drawing a blue ball from bag A is the same as the probability of drawing an
orange ball from bag B. This implies that, with a symmetric SGP, looking at only one bag
su�ces to have all the relevant information to determine the signal strength and, thus,
to guess the posterior correctly. Moreover, for a symmetric SGP, the signal strength

10To see this, consider the Bayesian posteriors given the signals in terms of signal strength. Given
equal prior as in our design, it follows that Pr(Ajs) =

�
1 + � -1

s

� -1
and Pr(B js) = (1 + � s)-1 .
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(a) Treatment Conditional (b) Treatment One-Contingency

(c) Treatment All-Contingency

Figure 2: Decision Interface by Treatment
Notes. The �gure displays screenshots of decision interfaces for each treatment. Panel (a) presents the
interface for the treatment Conditional, in the case where participants are asked to make a guess upon
observing the drawing of a blue ball. Panel (b) presents the interface for the treatmentOne-Contingency,
in the case where participants are asked to make a guess for the contingency in which the drawn ball
was blue. Panel(c) presents the interface for the treatmentAll-Contingency.
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